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A Simple Communication System

Simple Communication System

m € {0, 1 TX: s(t) I R RX: me {01}
i m — s(t) e Ry — m °

Source

» Objectives: For the above system

» describe the optimum receiver and
» find the probability of error for that receiver.
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Assumptions
Noise: N;is a white Gaussian noise process with spectral
height %o
N
Rn(t) = —>6(7).

» Additive White Gaussian Noise (AWGN).
Source: characterized by the a priori probabilities

o =Pr{im=0} m=Pr{im=1}.

» For this example, will assume 1o = 7y = 3.
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Assumptions (cont'd)

Transmitter: maps information bits m to signals:

m — S(t) : <

forO<t<T.

» Note that we are considering the transmission

of a single bit.

» In AWGN channels, each bit can be
considered in isolation.
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Obijective

» |n general, the objective is to find the receiver that
minimizes the probability of error:

Pr{e} = Pr{m # m}
=moPr{m=1m=0}+m Pr{m=0m=1}.

» For this example, optimal receiver will be given (next slide).
» Also, compute the probability of error for the
communication system.
» That is the focus of this example.
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Message Sequences

Receiver

» We will see that the following receiver minimizes the
probability of error for this communication system.

Receiver

RtC

T RIR>0:mMm=0
> oAt g0 :

o

» RX Frontend computes R = fOT R; 57? dt = (R, so(t)).

» RX Backend compares R to a threshold to arrive at P
deCiSion m DﬁEsonGE
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Plan for Finding Pr{e}

» Analysis of the receiver proceeds in the following steps:

1. Find the conditional distribution of the output R from the
receiver frontend.

» Conditioning with respect to each of the possibly transmitted
signals.

» This boils down to finding conditional mean and variance of
R

2. Find the conditional error probabilities Pr{m = 0|m = 1}
and Pr{m=1|m = 0}.
» Involves finding the probability that R exceeds a threshold.
3. Total probability of error:

Pr{e} = mgPr{im=0m=1} + 1y Pr{im=0m=1}.
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Conditional Distribution of R

» There are two random effects that affect the received
signal:
» the additive white Gaussian noise N; and
» the random information bit m.
» By conditioning on m — thus, on s(t) — randomness is
caused by the noise only.
» Conditional on m, the output R of the receiver frontend is a
Gaussian random variable:

» N;is a Gaussian random process; for given s(t),
R: = s(t) + N; is a Gaussian random process.

» The frontend performs a linear transformation of R;:
R = (R, so(t))-

» We need to find the conditional means and variances

© 2017, B.-P. Paris ECE 630: Statistical Communication Theory



A Simple Example
00000000

Conditional Distribution of R
» The conditional means and variance of the frontend output

R are
No
E[Rlm=0] = E, Var|Rlm = 0] = 5 —E,
No
ERm=1]=—E, Var[Rim = 1] = ?Eb

» Therefore, the conditional distributions of R are

N N
PRim=0(r) ~ N(Ep, ?OEb) PRim=1(r) ~ N(—Ep, ?OEb)

» The two conditional distributions differ in the mean and
have equal variances.
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Conditional Distribution of R
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» The two conditional pdfs are shown in the plot above, with

>Eb:3 £
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Conditional Probability of Error

Receliver

T RIR>0:Mm=0 A
Aro=>@—>  Jo-dt P> g_g.m1 0
&l
.
» The receiver backend decides:
A 0 ifR>0
m =
1 ItTR<O0
» Two conditional error probabilities:
Prim=0/m=1} and Pr{m=1/m=0} MASOR
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Error Probability Pr{m = 0|m = 1}
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» Conditional error
probability
Pr{im=0m=1}
corresponds to
shaded area.
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Prim=0m=1}=Pr{R >0m=1}

_[7 _ 2Ep |
_/o PRjm=1(r) dr_Q< N_O> V-
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Error P
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robability Pr{m =

» Conditional error
probability
Pr{m=1|m =0}
corresponds to
shaded area.

Prim=1lm =0} =Pr{R < 0|lm = 0}

_/° _ 2Ep
— /—oopR‘mZO(r) dr=Q ( N_()) . bﬁES“GE
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Average Probabillity of Error

» The (average) probability of error is the average of the two
conditional probabilities of error.
» The average is weighted by the a priori probabilities 7y and
7T -

» Thus,
Pr{ie} = moPr{im=1m=0} +m Pr{m=0m=1}.

» With the above conditional error probabilities and equal
priors 7Top = T4 = %

» Note that the error probability depends on the ratio %

» where E, is the energy of signals sy () and sq(t). Mias:
» This ratio is referred to as the signal-to-noise ratio. v
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Exercise - Compute Probability of Error

» Compute the probability of error for the example system if
the only change in the system is that signals sy(t) and
s1(t) are changed to triangular signals:

(28 . ¢t foro<t<’
So(t) =<2A—22.t forL <t<T s(t)=—50(t)
|0 else
with A = /%2,
» Answer:
|3E,
Prie} = Q( 2No> )
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