Filtering of Random Processes
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Integrals of Random Processes

» We will see, that receivers always include a linear,
time-invariant system, i.e., a filter.

» Linear, time-invariant systems convolve the input random
process with the impulse response of the filter.

» Convolution is fundamentally an integration.
» We will establish conditions that ensure that an expression
like )
Z(w) = / Xi(w)h(t) dt
a

Is “well-behaved”.
» The result of the (definite) integral is a random variable.

» Concern: Does the above integral converge?
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Mean Square Convergence

» There are different senses in which a sequence of random

variables may converge: almost surely, in probability,
mean square, and in distribution.

» We will focus exclusively on mean square convergence.

» For our integral, mean square convergence means that the
Rieman sum and the random variable Z satisfy:

» Given e > 0, there exists a § > 0 so that

n >
Z )t —t—1) —Z) | <e

with:

> a=fh<th<---<th=D>b
> 1 <1 < B

/
> 0 = maxy(tx — tk_1) MASON
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Mean Square Convergence — Why We Care

» |t can be shown that the integral converges if

//thu Yh(u) dtdu < oo

> We will see shortly that this implies E[|Z|?] < oo

» Important: When the integral converges, then the order of
integration and expectation can be interchanged, e.g.,

:E[/:Xth(t) o] :/:E[Xt]h(t) dt:/abmx(t)h(t) it

» Throughout this class, we will focus exclusively on cases
where Rx(t, u) and h(t) are such that our integrals
converge.
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Exercise: Brownian Motion

> Definition: Let N; be white Gaussian noise with 20 = ¢2.
The random process

t
Wt:/ Nsds fort>0
0

IS called Brownian Motion or Wiener Process.

» Compute the mean and autocorrelation functions of W;.
» Answer: my(t) = 0 and Ry(t, u) = o®min(t, u)
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Integrals of Gaussian Random Processes

» Let X; denote a Gaussian random process with second
order description my(t) and Rx(t, s).

» Then, the integral

Z — /bX(t)h(t) dt

is a Gaussian random variable.
» Moreover mean and variance are given by

2~ [/ mom
2
Var(Z] = E[(Z - E[Z])?] = E“/a (X; — my(1))h(t) dt) |

—// Cx(t, u)h(t)h(u) dt du Masos
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Jointly Defined Random Processes

» Let X; and Y; be jointly defined random processes.
» E.g., input and output of a filter.

> Then, joint densities of the form px,y, (X, y) can be defined.

» Additionally, second order descriptions that describe the
correlation between samples of X; and Y; can be defined.
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Crosscorrelation and Crosscovariance

» Definition: The crosscorrelation function Rxy (t, u) is
defined as:

Rxy(t, u) = E[XtYy] = /_OO/_ XypPxv,(X,y) dx dy.

» Definition: The crosscovariance function Cxy(t, u) is
defined as:

Cxy(t,u) = Rxy(t,u) — mx(t)my(u).

» Definition: The processes X; and Y; are called jointly
wide-sense stationary if:
1. ny(t, U) = ny(t — U) and
2. mx(t) and my(t) are constants. Miassse
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Filtering of Random Processes

Filtered Random Process
Xto—>| h(t) |_>OY,

© 2018, B.-P. Paris ECE 630: Statistical Communication Theory




Filtering of Random Processes
O@0000

Filtering of Random Processes

» Clearly, X; and Y; are jointly defined random processes.
» Standard LTIl system — convolution:

Y, = /h(t — )X, do = h(t) * X;
» Recall: this convolution is “well-behaved” if

/ Rx(o,v)h(t—o)h(t—v)dodv < oo

» E.g.: [[ Rx(c,v)dodv < oo and h(t) stable.
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Second Order Description of Output: Mean

» The expected value of the filter's output Y; is:
E[Y,] = E[/ h(t — )X, do]
— /h(t—a)E[Xg] do
— /h(t— o)mx (o) do
» For a wss process X;, mx(t) is constant. Therefore,
E[Y,] = my(t) = mX/h(a) do

IS also constant. mfmm
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Crosscorrelation of Input and Output
» The crosscorrelation between input and ouput signals is:

Ry (t u) = E[X;Y,] = E[Xt/h(u—a)Xg do
_ / h(u — )E[X,X,] do

:/h(u—(f)l-?x(t,a) do
» For a wss input process
Ry (£ U) = /h(u—a)RX(t, o) do = /h(v)Fz’X(t,u—v) dv

_ /h(v)RX(t— u+v)dv = Rxy(t—u)

/GEORGE
> Input and output are jointly stationary. Mas
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Autocorelation of Output
» The autocorrelation of Y; is given by

Ry(t,u) = E[Y,Y,] = E[/ h(t — o) X, dcr/ h(u — v) X, dv]

_ // h(t — o)h(u — v)Ryx (" v) do dv
» For a wss input process:
Ry (t, u) :/ h(t — o)h(u — v)Ryx (" v) do dv
—//h h(A —Y)Rx(t— A, u—A+v)dArdy
—//h h(A — 7)Rx(t — U — ) dAdy = Ry(t — u)

» Define Ru(y) = [ h(A)h(A — ) dA = h(A) =« h(=A). Z
» Then, Ry(t) = | Rn(y RX(T —7)dy = Ru(T) * Rx(T) v oN
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Exercise: Filtered White Noise Process

» Let the white Gaussian noise process X; be input to a filter
with impulse response

e @ fort>0

h(t) = o™ u(t) = {o for t < 0

» Compute the second order description of the output
process Y;.
» Answers:
» Mean: my =0
» Autocorrelation:
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Power Spectral Density — Concept

» Power Spectral Density (PSD) measures how the power
of a random process is distributed over frequency.
» Notation: Sx(f)
» Units: Watts per Hertz (W/Hz)
» Thought experiment:
» Pass random process X; through a narrow bandpass filter:

> center frequency f
> bandwidth Af
> denote filter output as Y;

» Measure the power P at the output of bandpass filter:

b | 1 fT/2 e
_TinooT/_Tm’ d

» Relationship between power and (PSD)
P ~ Sx(f) - Af. Miassse
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Relation to Autocorrelation Function

» For a wss random process, the power spectral density is
closely related to the autocorrelation function Rx (7).

» Definition: For a random process X; with autocorrelation
function Rx(7), the power spectral density Sx(f) is defined
as the Fourier transform of the autocorrelation function,

Sx(f) = /_ " Ry(1)e27" dr.

» For non-stationary processes, it is possible to define a
spectral represenattion of the process.
» However, the spectral contents of a non-stationary process
will be time-varying.
> Example: If N; is white noise, i.e., Ry(T) = 225(7), then
Z
Sx(f) = % for all f MASGN
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Properties of the PSD

» |nverse Transform:

Rx(t) = [ Sx(fje e df

» The total power of the process is
E[|X:/2] = Ryx(0) :/_ Sy (f) df

» Sx(f) is even and non-negative.
» Evenness of Sx(f) follows from evenness of Rx (7).
» Non-negativeness is a consequence of the autocorrelation
function being positive definite

/ / u)Rx(t,u)dtdu >0

for all choices of f(-), including f(t) = e=/2",
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Filtering of Random Processes

» Random process X; with autocorrelation Ry (7) and PSD
Sx (f) is input to LTI filter with impuse response h(t) and
frequency response H(f).

» The PSD of the output process Y; is

Sy(f) = [H(F)|*Sx ().

» Recall that Ry(T) = Rx(T) * Ch(T),
» where Cu(t) = h(T) * h(—T1).
» In frequency domain: Sy (f) = Sx(f) - F{Cx(1)}

> With
F{Cn(1)} = F{h(7) x h(=7)}
= Fih(7)} - F{h(=1)}
= H(f) - H*(f) = [H(f)]*.
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Exercise: Filtered White Noise

O ® O

» Let N; be a white noise process that is input to the above
circuit. Find the power spectral density of the output

process.
» Answer:
1 2N 1 N,
Sy(f)Z‘ . 0 — )
14 j2nfRC| 2 1+ (27fRC)* 2 Mt
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